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Approximation Theorems for Double Orthogonal Series, II
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Let {rP'k(X): i, k = 1, 2, ... : be an orthonormal system on a positive measure space
and let (aid be a sequence of real numbers for which 2:,'~, 2:: ,afk)2(i, k) < x'
for an appropriate nondecreasing (in i and in k) double sequence Uli, k)}
of positive numbers. Then the sum fix) of the double orthogonal series
2:/,-,2:Z ,aik'li,k(X) converges in the sense of U-metric as well as in the sense
of a.e. pointwise convergence. We study the rate of a.e. approximation to f(x)

by the rectangular partial sums s"",(x) = 2:7' ,2:Z_, aikrPik(X), by the arithmetic
means cr;,:~(x) = m '2:7'~, s",(x) with respect to m, and by the arithmetic means
cr;,;,,(x) = m 'n '2:7'- I 2:Z ,s,dx) with respect to m and n. Two special cases of
our main results read as follows.

THEOREM 2'. 1/(*) 2:/ 12:/ I afk(i'"+k 21')([log log(i+3)f+ [log log(k+ 3)]')
< X jiir some 0 < rx, fi < I. then cr~~,,(x) -f(x) = o,(m '+ n Ii} a.e. as., ,

mln·tm, n f -t .~~.

THEOREM 3'. 1/ condition (*) is satisfied jiir some 0<,1, fi< 1/2, then

(m-'n '2:;" ,2:Z ,[Sik(X)-f(x)f}12= m "+n li } a.e. as min{m,n}-+x.

(' 191'17 Academic Press. Inc

I. INTRODUCTION: PREVIOUS RESULTS

Let [¢ik(X): i, k = 1,2, ... } be an orthonormal system (abbreviated ONS)
on a positive measure space (X, ,#', 11)' We will consider the double
orthogonal series

I I G'k¢ik(X),
,~ 1 k ~ 1

(1.1 )
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where {aik: i, k = 1, 2, ... } is a double sequence of real numbers for which

x; -x_

I I a7k < CfJ.
i~ I k~ I

(1.2 )

By the Riesz~Fischer theorem there exists a function j(x) E L 2 =
L 2(X, ,'Ii', J1) such that series (1.1) is the Fourier series ofj(x) with respect to
the system {<Pik(X)}, In particular, the rectangular partial sums

111 II

smll(x) = I I a,krPik(X)
i ~ 1 k ~ \

converge to f(x) in the e-metric:

f [smll(x) ~f(X)J2 dJ1(x) ---> 0

(m, n= 1,2, ... )

as min {m, n} --->X].

Here and in the sequel the integrals are taken over the entire space X.
Denote by (J1Il1I(X) the arithmetic means of the rectangular partial sums

with respect to m and n:

1 HI n

(J1Il1I(X) = (J},},,(X) = - I I Sik(X)
mn i.e I k ~ I

and by (J},~,(x) the arithmetic means with respect to only m:

(m,n= 1,2, ... ).

Let Pr(m):m=I,2, ... } and P2(n):n=I,2, ... } be nondecreasing
sequences of positive numbers, both tending to CXJ. In this paper, we impose
various conditions on the growth order of magnitude of these sequences.
For the sake of convenience, here we list these properties (omitting the
subscript ):

, J,(2m)
hm sup-,--< X],

m. x' ),(m)

, A(2m)
hmsup--<2,
m~x. J,(m)

I
, ),(2m) ;::;-2
1m sup -,-- < vi L,

m-.>, ).(nl)

I
· . f),(2m) 1
1m In --> .
m ·~x J,(m)

( I.3)

( 1.4)

( 1.5)

(1.6 )
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These conditions express that A(m) essentially behaves like an appropriate
power of m multiplied by a slowly varying function. For instance, setting
1.(m) = mTlog(m + 1)Jfi conditions (1.4) and (1.6) are satisfied if 0 < y < 1
and f3 is any real number.

The following two approximation theorems were proved in [4,
Theorems 3 and 4].

THEOREM A. Il {AI(m)} satislies (1.4), {A2(m)} satisfies (1.3), and

/_1

I I a7k [loglog(i+3)f [Iog(k+ I)J2 Uf(i)+I.~(k)J<oc, (1.7)
i~ I k ~ I

then

a.e. (1.8)

THEOREM B. Ilboth {A1(m)} and {l.2(n)} satislv (1.4), and

-f~ I_

I I a7k[loglog(i+3)J 2 [loglog(k+3)r [;,T(i)+;·~(k)J<::x:;, (1.9)
I I k ~ I

then

a.e. (1.10)

Unless it is specified otherwise, in the notation "0/ we mean
min {m, n} -+ ::x:; (cf. [4, p. 109 J). The logarithms are to the base 2.

The next theorem proved in [SJ expresses a strong approximation
property for double orthogonal series. The notion of strong approximation
was introduced by Alexits [2J for single orthogonal series.

THEOREM c. Il both (A'I(m)} and {A2(n)} satislY (1.5) and con
dition (1.9) is also satislied, then

{m In I itt k~1 [Sik(X) -I(X)J 2
} 1/2 = o,{i l I(m) + ;'2 l(n)) a.e.

(1.11 )

2. MAIN RESULTS: ApPROXIMATION BY (T~,(X), (Tn",(X) AND S/1/I/(X)

In the sequel, we assume that the sequences {AI(m)} and {A2(n)} satisfy
one of the conditions (1.3 )-( I.S). If, in addition, we assume the fulfillment
of condition (1.6), then we can weaken conditions (1.7) and (1.9) and at the
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same time maintain conclusions (1.8), (1.1 0) and (1.11), respectively. This is
the main concern of our paper.

In this manner, we get the improvements of Theorems A, Band C as
follows.

THEOREM 1. IfP,l(m)} satisfies (1.4) and (1.6), P,2(n)} satisfies (1.3)

and (1.6), and

y~ CL·

L L a~k[log(k+I)]2 Pi(i)+),i(k)] <00, (2.1)
i~ 1 k= 1

then we have ( 1.8).

THEOREM 2. If both {).l(m)} and {).2(n)} satisfy(lA) and (1.6), and
furthermore,

x oc'

L L a~k [log log(i + 3)] 2 [). i(i) + ;,i(k) ] <00 (2.2)
i~ 1 k~ 1

and

'xX'

L L a;k[loglog(k+3)J2[).i(i)+A~(k)J<oo, (2.3)
i~ I k~ 1

then we have (1.1 0).

THEOREM 3. If both {).l(m)} and {).2(n)} satisfy (1.5) and (1.6), and
conditions (2.2 )-( 2.3) are also satisfied, then we have (1.11 ).

3. AUXILIARY RESULTS: ApPROXIMATION BY S2P,n(X) AND S2P,24(X)

The following two results will be used in the proofs of Theorems 1-3, but
they are interesting in their own right, too.

THEOREM 4. Under the conditions of Theorem I, we have

a.e. (3.1 )

THEOREM 5. If {Al(m)} satisfies (1.4) and (1.6), {).2(n)} satisfies (1.3)
and (1.6), and condition (2.3) is satisfied, then

(41) -"I -1-

a.e. (3.2)
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Remark. If we interchange the conditions imposed on the sequences
Pl(m)} and P2(n)} in Theorem 5, then condition (2.2) (instead of(2.3))
implies the fulfillment of relation (3.2).

Before proving these two theorems, we emphasize the significance of
condition (1.6). Namely, if a nondecreasing sequence p(m)} of positive
numbers satisfies (1.6), then

m

L ),2(2P)=(I){A2(2m )}

P~O

for m =0,1, .... (3.3 )

The proof of this inequality is a routine, therefore we omit it.

Proof of Theorem 4. Part 1. First we prove (3.1) in the special case
where n = 2q with some integer q ~ 0. We make use of the decomposition

f(X)-S2P.2Q(X)={ f f +I I
I .~ 21' + 1 k ~ 1 I ~ 1 k ~ 2Q + 1

Accordingly, we divide Part 1 into three steps.

Step 1. If

If }L L aikrPik(X),
i= 2Jl + 1 k = 21

{ + 1

(3.4 )

then

-f_ f_

L L a7k;·W)<CJJ,
ilk ~ 1

I y~

L L aikrPik(X) = O,{A, 1(2P
)}

i.:..:.. 2P + 1 k -:; I

a.e. as p -> 00.

(3.5 )

(3.6)

To see this, by (3.3) and (3.5),

pto ;·i(2
P

) JL~t1kt aikrPik(x)T df.1(x)

X_ X f_

= L Ai(2P
) L L a7k

p~() ,~21'+' k 1

-f_

= L L a7k L ;·i(2P
)

i = 2 k = 1 p: 2[1 < i

.x x

=(1)(1) L L a7k),i(i)<00.
i= 2 k = I

Applying B. Levi's theorem gives (3.6).
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Step 2. Similarly, if
if) x~

L L a7k),~(k)<CfJ,
i~ 1 k~ 1

377

(3.7 )

x

L L aikiftik(X)=O,{X.;I(2 q j}
i~ 1 k ~ 2q + 1

Step 3. If

a.e. as q -+ 'CfJ. (3.8 )

then

K' -f~

L I a7JW)log(k+l)<x,
i~ 1 k ~ 1

(3.9)

x

L aikift'k(X) = O,PI- 1(21')}
i = 2fi + t k =, 24 + I

a.e. as max {p, q} -+ CfJ.

(3.10)

To this end, by (3.3) and (3.9),

p~o I/~(2P) J[i~tt 1 k~t + 1 aikiftik(x)T df1(x)

J -f.. Z

= L L n(2P
) L

i 0= 2" t- 1 k = 14 + 1

Y.. .f

= L L a7k L ;,~(2P) L
i =- :2 k --,--0 2 p: 2f1 <. i tt: 2q <. k

y y~

= 0(1) L L a;k;·~(i) log k < ceo
i= 2 k 2

Applying again B. Levi's theorem yields (3.10).
Collecting Steps 1-3, via (3.4), we find that if conditions (3.7) and (3.9)

are satisfied, then we have (3.1) for n = 2":

Clearly, both (3.7) and (3.9) follow from (2.1).

Part 2. Let 2q < n ~ 2q + 1 with some q ~ O. Then

a.e. (3.11 )

(3.12 )

Accordingly, we divide Part 2 into two steps.
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then

Step 4. If

FERENC MORICZ

~f.. rf..

I I a7k),~(k)[log(k + 1)J2 < 00,
i~ 1 k~ I

a.e. as q -> 00.

(3.13 )

(3.14 )

Indeed, by the Rademacher-Menshov inequality (see, e.g., [1, p. 73J or
[3, Theorem 3J),

~ -,1_ 24 I I

J [Mq(x)fdj1(x):S;[log2 lf +
1J2 I I a7k'

; =, 1 k =_ 24 + 1

Thus, by (3.13),

f: ).~(2'/) r [Mq(X)J2 dj1(x)
q~O •

X 21{! 1

= CJ(I) I A~(2q) I I a7k[log 2k f
q = 0 I = I k = ll( -+ 1

"J X

= [17(1) I I aV~(k) [log 2k J2 < 00.
i= I k = 2

Hence, B. Levi's theorem implies (3.14).

Step 5. If

X :f

I I a7k Ai(i)[log(k + 1If < 00,
I~ I k~ 1

then

a.e. as p -> 00,

uniformly in q.
In fact, again by the Rademacher-Menshov inequality,

'x 2<1 I

f[Mpq(x)rdj1(x):S;[log2lftlJ2 I I a7k'
I 2" + 1 k ~ 2" + 1

(3.15 )

(3.16)
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Thus, by (3.3) and (3.15),

f f A~(2P) f [Mpq(X)]2 dll(X)
p~Oq~O

00 ex; (x, 2'1- 1

=(1)(1) L L AT(2P
) L L aMlog2k]2

p ~ 0 q ~ 0 i ~ 2P + 1 k ~ 2q + 1

if' x,x·

= (1)(1) L )'T(2P ) L L a~k[log 2k]2
p ~ () i ~ 2P + 1 k ~ 2

=(1)(1) L L a~k[log2k]2 L ;,T(2P
)

i=2 k=2 p:2Jl <i

x' x'

=(1)(1) L L aMlog2k]2 ATU)<oo.
i~2 k~2
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Hence, we can conclude (3.16) via B. Levi's theorem.
Putting (3.12), (3.14), and (3.16) together yields the following: if(2.1) is

satisfied, then

Combining (3.11 ) and (3.17) results in (3.1) to be proved.

a.e. (3.17)

Proof of Theorem 5. It is an easy consequence of Theorem 4. To this
effect, we introduce new coefficients and functions:

and

{

2' .} 1;2- L 2a· = a·kIr I

k~2'-I+1

(r = 0, 1, ... )

It is not hard to check that {tPir(X): i= 1, 2, ... ; r=O, 1, ... } is also an ONS,
and by (2.3),

x· co

L I a~r[log(r + 2)]2 [ATU) + A~(2r)]
i= 1 r=O

'x OC

= (1)(1) I L aMlog log 8k]2 [).TU) + A~(k)] < 00.
i~ 1 k~ 1
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This means that condition (2.1) in Theorem 1 is satisfied. Thus, by (3.1),

where

2P q

,52P,q(x) = L L G'r"iJir(X)
i = 1 r= 0

2f' 1if

= L L Gik'Pik(X) = S2P, 2Q(X),
i~ 1 k ~ 1

i.e., (3.18) is equivalent to (3.2) to be proved.

4, PROOFS OF THEOREMS 1-3

a.e., (3.18 )

We will repeat certain parts of the proofs of the corresponding theorems
in [4, 5], respectively, while making use of Theorems 4 and 5 in the present
paper to estimate the terms involving S2P"JX) and S2P ,2Q(X).

Proof oj' Theorem 1. Let 2" ~ m < 2" + I with an integer p;, O. Then we
can write

()" :r~;l(X) - f(x) = [()":~:l(X) - ()"~tl(X)]

+ [()"~y ,,(x) ~ '\2p, ,,(x)]

(4.1 )

The third term on the right is estimated in Theorem 4. We note that
condition (1.6) is actually used only in this estimate.

As for the first and second terms on the right in (4.1), we refer to [4,
p. 121 and p. 123], respectively:

(i) Under condition (3.15) (which is weaker than (2.1)), we have

and

a.e. as p ---+ 00 (4.2)

uniformly in n, in both cases.
Now, (4.1), (3,1), (4.2) and (4.3) imply (1.8).

a.e. as p ---+ 00, (4.3)
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ProoJ oj Theorem 2. Let 2P ~ m ~ 2P +, and 2'1 ~ n ~ 2'1 + 1 with integers
p ~ 0 and q ~ O. We consider the following representation:

= [0'mn(x) - 0' m, 2q(X) - 0' 2P, n(x) + 0' 2P, 2Q(X) J

+ [O'm, 2q(X) ~ 0'2P, 2Q(X)J + [0'2P, ,,(x) - 0'2P. 2Q(X)J

+ [0'2P, 2Q(X) - 52p, 2Q(X)J + [5 2P,2Q(X) - J(x)J, (4.4)

We have estimated the fifth term on the right in Theorem 5, As for the
other terms, we refer again to [4 J:

(ii) (see [4, pp. 12&-I27J): If the conditions

'k x_

I I a;k[1og10g(i+3)J2A~(k)<x
i~ 1 k ~ 1

and
x ~~

I I aMloglog(k+3)f),W)<x
I~ 1 k cO 1

are satisfied, then

0'2P, 2Q(X) - 52p, 2Q(X) = o,{), 1 '(2P
) + ).2- '(2 11

)} a.e,

(iii) (see [4, p, 128J): Under condition (4.6), we have

(4,5 )

(4,6)

a,e, as p ->x,

uniformly in q,

(iv) (see [4, p, 129J): Under condition (4.5), we have

a,e, as q -> x,

uniformly in p,

(v) (see [4, p. 130J): If conditions (3.5) and (3.7) are satisfied, i,e., if

I I a;kPW) + ),~(k)J < x,
I~ 1 k~ 1

then

max max IO'm"(X)-O'm,2Q(X)-0'2P,,,(X) + 0'2P,2Q(x)1
2[1 -:; m ~ 2P + I 2.£f ~ 11 ~ 2q + 1

= o,{minfAj'(2P ), )'2 1(2'1)} } a,e, as max{p, q} -> x,

Estimates (ii)-(v) and (3,2), via (4.4), clearly imply Theorem 2,



382 FERENC MORICZ

Proof of Theorem 3. By the triangle inequality,

{m In Iitl k~1 [Sid X)-f(x)]2f
/2

:({m-In-
Iitl k~' [Sik(X)-O"id X)]2f:

2

+ {m In 1itt k~' [O"ik(X) - f(x)J2 f2
=: 6:~~(.,,) + 6~~f~(X),

Accordingly, we accomplish the proof in two parts.

Part I (see [5, Theorem 2 J). If conditions (1.5), (4.5) and (4.6) are
satisfied, then

a.e.

Part 2. The conditions in Theorem 3 clearly imply the fulfillment of
those in Theorem 2. Thus, we have (1.10). Then by [5, Lemma t J,

6:~~(x) = o,p, I(m) + )'2 '(n)} a.e.

The proof of Theorem 3 is complete.
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